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Adaptive Selection
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This selection is not i.i.d.!

If support is fixed the selection is i.i.d.!
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It is better if it converges, but it can diverge!
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Theorem (Enlarged identification)
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Assumption (Convergence)

Theorem (Better rate)
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